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Do you know math?

Yes! | know a lot of math, from basic arithmetic to advanced topics
like calculus, linear algebra, probability, statistics, and even abstract

areas like topology and number theory. What do you need help with?

B0 P DS 2025

What is 2345*4321+1?

AL
Co
Let's calculate it step by step: ,77,77 U ,7 ®
2345 x 4321 + 1 /lj/ S
First, multiply: J/ ,77 p
2345 x 4321 = 10,126, 745 OS /'(I
Then, add 1: m
10,126,745 + 1 = 10, 126, 746
So, the final answer is 10,126,746.
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ChatGPT can make mistakes. Check important info.
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Do you know math?

Yes! | know a lot of math, from basic arithmetic to advanced topics
like calculus, linear algebra, probability, statistics, and even abstract

areas like topology and number theory. What do you need help with?

B0 P DS 2025

Wrong Answer!
Should be 10132,745

Let's calculate it step by step:

1321+1?

2345 x

First, multiply:

Y U/?/'f
Moo,
2345 x 4321 = 10,126, 745 OS / U
Then, add 1: ] ]
10,126,745 + 1 = 10, 126, 746
So, the final answer is 10,126,746.
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Do you know math?

Yes! | know a lot of math, from basic arithmetic to advanced topics
like calculus, linear algebra, probability, statistics, and even abstract

areas like topology and number theory. What do you need help with?

B0 P DS 2025

1321+17?

Wrong Answer!
Should be 10,132,745

Let's calculate it step by step:
2345 X

First, multiply:

2345 x 4321 = 10,126, 745
Then, add 1:
10,126,745 + 1 = 10, 126, 746

So, the final answer is 10,126,746.
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ChatGPT can make mistakes. Check important info.
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/ E Death of Elaine Herzberg
icle

‘ Ta|kO
From Wikipedia,m e ct}edia
|

The death of Elaine Herzber!&l{y, \S— March 18, 2018) was the first
vol

recorded case of a pedestrian fatalit riving car, after a collision
that occurred late in the evening of March 18, Zm'}as pu§hing a
bicycle across a four-lane road in Tempe, Arizona, United States she was
struck by an Uber test vehicle, which was operating in self-drive ﬁﬁu‘lh

human safety backup driver sitting in the driving seat. Herzberg was taken to the
local hospital where she died of her injuries. 213114l

Following the fatal incident, the National Transportation Safety Board (NTSB)
issued a series of recommendations and sharply criticized Uber. The company
suspended testing of self-driving vehicles in Arizona,!®! where such testing had
been approved since August 2016.18! Uber chose not to renew its permit for testing
self-driving vehicles in California when it expired at the end of March 2018.1] Uber
resumed testing in December 2018, starting in Pittsburgh, Pennsylvania. 8!

Read Edit View history Tools v

Elaine Herzberg

Born Elaine Marie Wood
August 2, 1968
Phoenix, Arizona, U.S.[1]

Died March 18, 2018 (aged 49)
Tempe, Arizona, U.S.

Cause of Hit by a self-driving car
death

Burial Phoenix, Arizonal'l
place

Education Apache Junction High Schooal,
Apache Junction, Arizonalll

Spouse(s) Mike Herzberg (until his death);
Rolf Erich Ziemann (until Elaine's
death)!'!
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NEURAL NETWORK UNGERTRINTY ESTIMATION

. Let Example I: | o |
_ - For any binary classification tasks, given 100
e x€E€EX'IN pgb predictions with an average confidence of 0.95
2 - We would expect that around 95 correct
+ Yy E Y = {1 @ t label predictions

+ h(): aneural netwo CO Example II:
,77 - For any multi-class classification tasks, given
* h(X) — (y, p) ,77(/,7 . 100 predictions with 95% accuracy
A . / lj/ - We would expect that average confidence of the
¢ Yy pred icted label Sym correct prediction is around 0.95
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Performance on CIFAR-100

Guo, Chuan, et al. "On calibration of modern neural networks." In ICML, 2017.



TRUSTWORTHY FSSUES WITHNEURAL NETWORKS

NOT AN EXHAUSTIVE LIST

= Adversarial aZlQé)dl@: attempts to trick predictive models into
making incorrect prét&@gns or decisions
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TRUSTWORTHY FSSUES WITHNEURAL NETWORKS

NOT AN EXHAUSTIVE LIST

= Adversarial aZlQé’dl@. attempts to trick predictive models into
making incorrect pré‘tEc@gns or decisions
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“panda” “gibbon”
57.7% confidence 09.3% confidence

Goodfellow, lan J., Jonathon Shlens, and Christian Szegedy. "Explaining and
harnessing adversarial examples." arXiv preprint arXiv:1412.6572 (2014).
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= Adversarial a%qadl@. attempts to trick predictive models into
making incorrect préEEc@gns or decisions
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57.7% confidence 09.3% confidence

Goodfellow, lan J., Jonathon Shlens, and Christian Szegedy. "Explaining and
harnessing adversarial examples." arXiv preprint arXiv:1412.6572 (2014).

Wu, Fei, et al. "Defense against adversarial attacks in traffic sign images
identification based on 5G." EURASIP Journal on Wireless Communications
and Networking 2020 (2020): 1-15.

stop sign Adversarial perturbation flowerpot

Confidence: 0.9153 Confidence: 0.8374
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NOT AN EXHAUSTIVE LIST

= Adversarial a%@é’dl@: attempts to trick predictive models into

making incorrect pr NS or decisions

Adversarial / U ,p
Spotless performance by the actor — Negative (100%)

“panda” “gibbon”
57.7% confidence 09.3% confidence

Goodfellow, lan J., Jonathon Shlens, and Christian Szegedy. "Explaining and
harnessing adversarial examples." arXiv preprint arXiv:1412.6572 (2014).

Wu, Fei, et al. "Defense against adversarial attacks in traffic sign images
identification based on 5G." EURASIP Journal on Wireless Communications
and Networking 2020 (2020): 1-15.

Morris, John X. et al. “TextAttack: A Framework for Adversarial Attacks, Data
Augmentation, and Adversarial Training in NLP.” Conference on Empirical
Methods in Natural Language Processing (2020).

stop sign
Confidence: 0.9153 Confidence: 0.8374

Adversarial perturbation flowerpot
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TRUSTWORTHY FSSUES WITHNEURAL NETWORKS

= Adversarial aZlQé’dl@. attempts to trick predictive models into
making incorrect pré‘tEc@gns or decisions

Mutation Operator Mutated Sentence
Random misspelling words Plz share and like the video
Random deleting articles Please share and like the video

Random replacing a word with another one

Random replacing a word with its synonym

Random replacing a word with its antonym
Random replacing “a" with “a"
Random replacing “e" with “¢"

Please roar and like the video
Please disseminate and like the video
Please share and hate the video
Please share and like the video
Please share and like the video
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Liang, Gongbo, et al. "Enhancing neural text detector robustness with p attacking and rr-training." Electronics 12.8 (2023): 1948.
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Gongbo, et al. "Enhancing neural text detector robustness with p attacking and rr-training." Electronics 12.8 (2023): 1948.
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Liang, Gongbo, et al. "Enhancing neural text detector robustness with p attacking and rr-training." Electronics 12.8 (2023): 1948.
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Input Type Pre-Trained White-Box Black-Box

Model [23] | Fine-Tuned | Fine-Tuned
Human 88.80% 93.65% 92.65 + 1.04%
Replace Alpha/Epsilon 01.01% 99.92% 99.00 £ 0.98%
Misspelling 00.00% 99.80% 99.49 £ 0.30%
Delete articles 01.60% 25.42% 36.56 + 5.79%
Synonym replacement 00.00% 99.76% 99.08 & 0.64%
Random word replacement 07.79% 98.43% 54.44 + 13.40%
Antonym replacement 09.89% 92.73% 93.74 + 4.18%
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Liang, Gongbo, et al. "Enhancing neural text detector robustness with p attacking and rr-training." Electronics 12.8 (2023): 1948.
Deanda, Demetrio, et al. "Defending mutation-based adversarial text perturbation: a black-box approach." Cluster Computing 28.3 (2025): 196.
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https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://interface.media/blog/2024/03/06/big-data-isnt-big-enough-to-train-generative-ai/#.":text="The development and effectiveness of,billion words—to train ChatGPT.

Wang, Xiaogin, et al. "Inconsistent performance of deep learning models on mammogram classification." Journal of the American College of Radiology 17.6 (2020): 796-803.
Xing, Eric, et al. "Neural network decision-making criteria consistency analysis via inputs sensitivity." 26th International Conference on Pattern Recognition (ICPR). IEEE, 2022.
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Wang, Xiaogin, et al. "Inconsistent performance of deep learning models on mammogram classification." Journal of the American College of Radiology 17.6 (2020): 796-803.
Xing, Eric, et al. "Neural network decision-making criteria consistency analysis via inputs sensitivity." 26th International Conference on Pattern Recognition (ICPR). IEEE, 2022.
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= Low reproducibility (e.g., it is very hard to
train models that are exactly the same?)
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TRUSTWORTHY FSSUES WITHNEURAL NETWORKS

Fig. 1: Feature visualization for two ViT models trained using
the same architecture, training data, and hyperparameters. (a)
Input image. (b)-(c) Integrated Gradients for Model I and II,
show the two models using different features for decision-
making making. Darker color indicates more important fea-
tures. (d) Difference between the features used by the two
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Xing, Eric, et al. "Neural network decision-making criteria consistency analysis via inputs sensitivity." 26th International Conference on Pattern Recognition (ICPR). IEEE, 2022.
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GONGBO “TONY” LIANG, PHD (GLIANG@TAMUSA.EDU)

ADDRESSING TRUST AND SAFETY GHALLENGES IN
NEURAL NETWORK-POWERED MODERNAL

A call for broader awareness and action

CONCLUSION

Research: The rapid adoption of neural network-based solutions in our daily lives necessitates
increased attention to the vulnerabilities of these networks within the cybersecurity domain.

Education: Incorporating trustworthy Al into college curricula could be beneficial, such as general
education courses to raise awareness and upper-level courses designed for computing majors.

Enhanced model uncertainty estimation has the potential to significantly improve the
trustworthiness of neural networks.
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