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- Bias (e.g., image generative models may 
associate professions with their stereotypes1)
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3. Wang, Xiaoqin, et al. "Inconsistent performance of deep learning models on mammogram classification." Journal of the American College of Radiology 17.6 (2020): 796-803. 
4. Xing, Eric, et al. "Neural network decision-making criteria consistency analysis via inputs sensitivity." 26th International Conference on Pattern Recognition (ICPR). IEEE, 2022.
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TRUSTWORTHY ISSUES WITH NEURAL NETWORKS
POTENTIAL TECHNICAL REASON

TRAINING DATA / DATA 
DISTRIBUTION &  
LIMITATION OF EXISTING 
NN MODELS
LEARNING IS ONLY GUIDED 
BY THE FINAL RESULT
POOR UNCERTAINTY 
ESTIMATION ABILITY
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ADDRESSING TRUST AND SAFETY CHALLENGES IN 
NEURAL NETWORK-POWERED MODERN AI:

A call for broader awareness and action 

GONGBO “TONY” LIANG, PHD (GLIANG@TAMUSA.EDU)

Research: The rapid adoption of neural network-based solutions in our daily lives necessitates 
increased attention to the vulnerabilities of these networks within the cybersecurity domain. 

Education: Incorporating trustworthy AI into college curricula could be beneficial, such as general 
education courses to raise awareness and upper-level courses designed for computing majors. 

Enhanced model uncertainty estimation has the potential to significantly improve the 
trustworthiness of neural networks.

CONCLUSION
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