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Introduction 
- What is AI 
anyway?!
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Attention Is All 
You Need paper 
on Transformers, 
Vasvani et al. 
(2017)
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Source: Stouffelbauer, 2023
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So, how does all this 
apply to cybersecurity 
education?!
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Google NotebookLM - Research Assistant
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UHMC ABIT ICS 385 Course 
Assistant - Example of RAG

https://chatgpt.com/g/g-kzogWTfE3-uhmc-coder
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https://ollama.com/ 
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19Threat Intelligence: https://bit.ly/4kdbBsS

2025 CAE Community Symposium



20

2025 CAE Community Symposium



Gupta, M. et al., 
2023
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Summary
● LLMs are only as good as their quality and quantity of trained data + RLHF

○ Biases are inherent in the training samples and reinforcement learning/reward process

● Human feedback and guardrails do prevent some abuse and wrongdoing
○ But, these precautions can be exploited by hackers and other automated methods

● There is rampant scope for misuse and abuse (just like the Internet!)
○ Finding and using illegal and/or harmful content
○ Influencing users with misinformation and other harmful content
○ Generative AI often does not provide citations or attribution to the source of the content

● Hallucinations
○ Happens because LLMs are trained to predict words/tokens based on input words/tokens
○ LLMs are trained to generate content that appears correct, but may be factually incorrect!

● Proprietary LLMs are very expensive to train, maintain and litigate!
○ Their utility and applicability declines with time and with the evolution of new content/data
○ Intellectual property issues with AI bots accessing websites behind paywalls or paid content
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Thoughts
Questions
Ideas
Comments...
Debasis Bhattacharya, JD, DBA
debasisb@hawaii.edu
https://maui.hawaii.edu/cybersecurity 
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