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State of the Art in Defense!
•Limitations:

• Point based solutions
• Difficulty detecting

• newly published attacks (zero-day)
• complex attacks (ex: Advanced Persistent Threats)

•Watchstanding
• SIEMs mostly dashboard information
• Forensics

(Simple) Analysis

Alerts



Variations on a Theme!



Advanced Persistent Threats (APT)
– Long & Multi-step Process - Different 

vulnerabilities exploited
– APT37 (REAPER) 



Adversary TTPs and the Kill Chain
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We are too inward looking

• Focused on our 
internal systems
• Point Defense 

solutions
• Assume Flaws are 

fixable
• Unaware of 

external 
environment
• That’s not how a 

good batsman plays



Sete Field

•A good player 
sees the game 
as it evolves –
not just their 
own actions, 
but also how 
others are 
moving



AI for Cybersecurity: TL;DR Version

• Most IDS systems are point-based & 
driven by known signatures

• Our system maps multiple traditional 
and novel sensors to a common 
ontology

• Specifically, can extract 
information from textual
sources

• Reasons over the resulting knowledge
• Detecting possible intrusions missed by 

standard systems

CA
PI



Unified Cybersecurity Ontology
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Detecting Intrusions using Policies, Context, and 
Reasoning

1. Detect potential new vulnerabilities from (Dark) Web descriptions, 
blogs, tweets,  and discussions, extract information and map to 
CyberSecurity Knowledge Graph (CKG)[ebiq.org/p/540]

2. Recognize context of system and potential attacks and intrusions in 
data from low level intrusion detection systems and map to CKG 
[ebiq.org/p/63]

3. Integrate and reason over results of (1) and (2) to identify actual
attacks [several recent papers]

ebiq.org/p/540
http://ebiq.org/p/63


What does that mean ? Deductive Reasoning

• Can you represent “rules” in an Analyst’s brain, and reason over 
them with facts ?
– Background knowledge/ Intelligence – New Vulnerabilities have been 

discovered in a software, Household machines with DHCP addresses 
are often compromised and used as Zombies,  …

– Observed State of the System – Software installed, processes running, 
network traffic statistics and connections, …

– Organizational Policies – People in Group X should generally have no 
need to receive email’s from contract travel agency, …

– IF an email from travel agency with attachment went to a person in 
group X and a process is running with their PID where vulnerabilities 
have been discovered and it makes connections to previously unvisited 
hosts in the DHCP range of an ISP THEN an attack might be occurring



Abductive/Inductive Reasoning

running(IE8, t1) ∧ web_site(x) ∧ first_visit(X, t) ∧ 
negative_reputation(x) ∧ connection_to(y, t2) ∧ zombie(y) ∧ t2 > t1

è possible_attack(t2)

Rule in KB

Abduction:
Reason from missing antecedent to possible new vector
Maybe user is running Firefox 45.2.0 but all other conditions are met
Posit vulnerability in Firefox 45.x

Induction:
Gather data across enterprise 
Measures of certainty (e.g., Firefox 45.x vulnerability is 84% certain)
Establish ranges of previously unknown zombines



Collaborative Cognition
• Acquiring Knowledge

• A new ransomware “Wannacry” uses mal-
formed SMB to get access to a victim

• Representing Experience (about 
Ransomware)
• Download/Upload sw/keys from external 

severs
• Ransomware modifies sensitive files

• Ingesting Sensed data
• Malformed SMB network activity, Network 

download activity, File modification. 
• Reasoning
• In light of what I read and what I 

know, the sensed data could reflect 
Wannacry activity

• Mitigate this by ….



Test Scenario: Simulated Ransomware
Victim CCS Monitor

Nmap Scan

CVE 2017-0143 Attack

Injecting Malware to Victim

Malware downloads further components

File Monitor: New files

File Monitor: Sensitive file modification

Process Monitor: Processor Utilization

Snort Agent: Port Scanning

Snort Agent: Bad SMB Traffic

Snort Agent: Unknown Downloads

CCS Dashboard: Generate Alert

Attacker



CCS Dashboard



Cybersecurity: from strings to things

We are developing systems that can extract 
cybersecurity relevant information from text
•Find entities and their properties, relations & events
•Represent in a generic knowledge base with proven-ance and 
probabilities
•Group entities & events referring to the same things
•Link these to external background knowledge bases (e.g., Wikipedia) 

where possible
•Reason over results to improve and assess accuracy, coherence and 

trustworthiness



Acquiring Knowledge
• Structured & unstructured

– “The SMBv1 server in Microsoft Windows Vista SP2; 
Windows Server 2008 SP2 and R2 SP1; Windows 7 SP1; 
Windows 8.1; Windows Server 2012 Gold and R2; Windows 
RT 8.1; and Windows 10 Gold, 1511, and 1607; and Windows 
Server 2016 allows remote attackers to execute arbitrary 

code via crafted packets”

• From a human security Analyst
– “Ransomwares try to encrypt 

files”
– “They might download some 

encryption software”
– “They might upload/download 

keys”

Intelligence Sources
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hasProduct

Illustration of a Cybersecurity KG

uses

mitigates
hasVulnerability



After Action Report about Malware

20



Architecture



CyberTwitter

Mittal, S., Das, P.K., Mulwad, V., Joshi, A. and Finin, T., 2016, August. Cybertwitter: Using twitter to generate alerts for cybersecurity threats and vulnerabilities. In Proceedings 
of the 2016 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (pp. 860-867). IEEE Press.



Why can’t we use an NLP toolkit out of 
the box



Our NER

• Remote Login Service (RLS) 1.0.0 does not properly clear account information when switching users, which 
might allow physically proximate users to obtain login credentials.

• Remote Login Service (RLS) 1.0.0 does not properly clear account information when switching users, which 
might allow physically proximate users to obtain login credentials.

•



Classes in 
NER

Named Entities Named Entities

Exploit Target Attack Pattern

File Names Campaign

Version Course-of-Action

Weakness Indicator

Software Intrusion-Set

Vulnerability Malware

IP Addresses Observed Data

SHA encryptions Tool



NER
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NER Results

• We have annotated 54,240 words from CVE, 
Microsoft Security Bulletin, Adobe Security 
Bulletin, and blogs

• Training set - 48,959 
• Test set - 5281 
• Average precision - 0.91
• Average recall - 0.92
• Average F-1 0.91



Relationship 
Set

• CourseOfAction hasCost
StatementType
• Vulnerability hasMitigation

CourseOfAction
• Attacker hasRelatedIncident

Incident
• Attack isLaunchedBy Attacker
• System isUnderAttack Consequence
• Attack-pattern targets Vulnerability
• And so on ...



Input Layers Output Layers

Hidden Layers

Fully Connected 
Layers

Embedding pairs Relationship 
sets

Poodle attack

Downgrade to SSL 
3.0

Attack-
pattern 
targets 
Vulnerability

LSTM, CNN, RNN 
models

Relationship Extractor



Input Layers Output LayersRelationship Extractor



Relationship Extractor

But this is what exactly happened when 
one of the Naikon spearphishing targets 
received a suspicious email
……..

Hellsing Indicators of Compromise 
MD5s: 015915BBFCDA1B2B884DB87262970A11 
036E021E1B7F61CDDFD294F791DE7EA2 

Naikon Spearphishing
targets

Hellsing 015915BB
FCDA1B…

Suspicious 
email

targets

uses

uses

Corpus Prediction

036E021E..
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Evaluations
NER is evaluated by averaging on annotated After 
Action Reports of about 50 sentences per set, 10 
times. RelExt is evaluated on CVE, After Action 
Reports and Triples hosted on our stardog server

NER RELEXT

Average precision 0.76 0.89

Average recall 0.76 0.92

Average F-1 0.75 0.90
34
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Extracted KG1
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Extracted KG2



Fusing the Extracted Knowledge!

AAR-1

NER RelExt

CKG-1

Extract 
Entities Extract

Relationships

Ingest Entity Relationship set

Run 
Queries

AAR-n
CKG-n

Fuse



.
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Fused KG



Vulnerabilities in DEV pipeline

Neil, L., Mittal, S. and Joshi, A., 2018. Mining Threat Intelligence about Open-Source Projects and Libraries from Code Repository Issues and Bug Reports. IEEE 
Intelligence and Security Informatics (IEEE ISI) 2018.



Tracking vulnerability inheritance during development –
Software supply chain attacks!

Neil, L., Mittal, S. and Joshi, A., 2018. Mining Threat Intelligence about Open-Source Projects and Libraries from Code Repository Issues and Bug Reports. IEEE 
Intelligence and Security Informatics (IEEE ISI) 2018.



Multi-lingual Threat Intelligence

Ranade, P., Mittal, S., Joshi, A. and Joshi, K., 2018. Using Deep Neural Networks to Translate Multi-lingual Threat Intelligence. IEEE Intelligence and Security 
Informatics (IEEE ISI) 2018.



Multi-lingual Threat Intelligence

Developing support for SOC integration.

Ranade, P., Mittal, S., Joshi, A. and Joshi, K., 2018. Using Deep Neural Networks to Translate Multi-lingual Threat Intelligence. IEEE Intelligence and Security 
Informatics (IEEE ISI) 2018.



Detecting Information Poisoning

World Events:

Poisoning/
Mis-information
propogation
on Social Media

Cybersecurity Intelligence:
(Under Development)

Poisoning of Threat Intelligence 
cultivated from OVERT 
intelligence sources

Starting with Reddit

Gupta, Aditi, Hemank Lamba, Ponnurangam Kumaraguru, and Anupam Joshi. "Faking sandy: characterizing and 
identifying fake images on twitter during hurricane sandy." In Proceedings of the 22nd International Conference on 
World Wide Web (workshop), pp. 729-736. ACM, 2013.



Read by

Intelligence 
producers

Online Social Media (OSM)

Malicious Actor

Poisons by 
adding fake 
information

Prevent Poisoning Attacks on AI

Threat intelligence system

Reputation engine

Checks Reputation score

MySQL has ‘Buffer Overflow’ 
vulnerability

MySQL has ‘SQL injection’ 

vulnerability

Two models employed to ‘poison’ the data:

Post fake information

Post contradictory information

Khurana, N., Mittal, S. and Joshi, A., 2018. Preventing Poisoning Attacks on AI based Threat Intelligence Systems. arXiv preprint arXiv:1807.07418.



Adversarial Examples

Evtimov, Ivan, Kevin Eykholt, Earlence Fernandes, Tadayoshi Kohno, Bo Li, Atul Prakash, Amir Rahmati, and Dawn Song. "Robust 
physical-world attacks on machine learning models." arXiv preprint arXiv:1707.08945 (2017).



Adversarial patches

(a) Prediction: “‘aeroplane” (b) Prediction: None

(c) Prediction: “person”,“motorbike” (d) Prediction: “chair”

(e) Prediction: “car” (f) Prediction: “dining table”

Figure 6: Some results for Method 1. The images on the left correspond to predictions on the clean
image and the images on the right are on the images after patch has been added.
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Akshayvarun Subramanya, Koninika Patil, Hamed Pirsiavash, "Adversarial 
patches for object detection", submitted to European Conference on 
Computer Vision (ECCV) 2018.



Thank You
Questions: joshi@umbc.edu

mailto:joshi@umbc.edu

