
Introduction
Traditional trust management systems rely on past interactions 

and network referrals to calculate trust scores, requiring 
extensive storage. This creates memory dependence, increases 
vulnerability to attacks, and heightens the risk of data exposure 
due to breaches, which are becoming more frequent and severe.

We propose a lightweight, memoryless, trustless protocol 
that eliminates the need to store previous interactions or 
request confidential information. Each request begins with a 
fresh plan, which is rigorously monitored during execution, 
with each hop linked similarly to blockchain blocks, requiring 
honesty and adherence to the plan for proof assembly.

We implemented the proposed idea and evaluated its 
performance and functionality by measuring response time and 
failure rate along a specific path. Our results show that this novel 
memoryless approach maintains trust on the fly, eliminating the 
need for confidential information in access control.

Conclusions
    We focus on developing a continuous, decentralized, memoryless 
game plan platform that can be implemented within a microservice 
architecture. This goal is achieved by leveraging the concepts of 
blockchain and plan presentation.

In our platform, every step of plan presentation and execution 
is verified and monitored. In summary, the security and efficiency 
of the proposed platform demonstrate that our protocol is 
practical and can potentially be used by a wide range of 
applications..

▪ We evaluate performance and functionality based on 
response time and failure rate. OpenTelemetry Demo 
consists of microservices writing in different languages.

▪ After user authentication, a plan is presented for 
approval, triggering the Trustless Setup phase, which 
involves plan proposal, pair setup, setup execution. 

▪ Once the proving key is received by the requesting 
service, the Bidirectional Proving phase begins by sending 
a proof to the terminal service. This involves proof 
segmentation and backward proving. 

▪ In the Request Propagation phase, after all proofs have 
passed verification, the requesting service begins sending 
the actual request. following the proposed plan to 
assemble the correct proof. 

Results

Figure 1: Memoryless Zcube Event Flow

Using OpenTelemetry Demo, we demonstrate the ability to create
a memoryless network that can handle hundreds of independent
transactions simultaneously.

Figure 2: Response Time for Varying Number of Users 

Figure 3: Percentage of Total Response Time for Each 
Phase of the Platform

The platform was load tested with 1 to 150 users. 
Response times remained consistent up to 100 users, but 
latency increased with higher user counts. Figure 2 shows 
that our memoryless platform is suitable and practical for 
this use case.

Various time durations were analyzed, and the 
percentage contribution of each phase to the total 
response time was calculated, as shown in Figure 3. As the 
system approaches failure, phase 3 increases significantly.
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