mRology Taking Us

S A -
. _QI !/e
ity ~ Sh
b J/Qd!;!c...a{ ”7

Laboratory for Advanced Cyk

National Security Agen gt[ 0[7

Q 20 23

SN







Cybersecurity Landscap
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JFhreat Actors
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SolarWinds: Intrusions Into the USG and Private Sector

Fage fimeline below is based on industry analysis.
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Russia has access to SolarWinds Russia inserts Trojan  * Bojan malware Russiawerny JL Russia moves Russia moves
SolarWinds and unwittingly malware into Orion “calls dlstdo selectively pursye / jaierally through from victim
inserts benign test disseminates software patch. Russian Megboyalue targets. WIttm netWorks network to 0365
code into Orion patch with SolarWinds controlled U.S. Foptaraets not of and cqffdugts cloud via SAML
software patch Russian benign unwittingly based INtETIs Fubsiy 4. reconnaissamtce dAbuse, using
test code to disseminates infrastructure tums off the / | S. based
customers patch with Trojan to avoid
Trojan malware detection -
fo customers
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Impacts of Cyber Threats
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&ybersecurity Defense Mechanisms

'Odards * Al for Cybersecurity

e Z&ro. TMudirRe x * Threat Discovery

» Supply Chain R5i 71, Utonomous Defense
Management Syberdegpity for Al

* Vulnerability Discovery « CVBesy 0€))




Andarads

Network Slicing Standards & J Advanced Security
Open Source Topics

R © (0 03 ill¢
and closing vulneraoiuifies 2y . ,




Jrust Mechanisms

Platierm aind_System Secui v aunch tectures and
mechanisms,tnat advancethe seclir iy,and assurance of
computing systems,end newvoris.

cN>DXROID
Morelpaiinersiips

SE for Android & IoT Samsung Knﬁx
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Private Sector Partnerships

SELInux
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Processor based encryption and isolation
Protects sensitive information from other software

Uses Attestation to confirm software and hardware
configurations

VIl Computing
o—)
Confidential Cloud Computing
{ (9 Trusted Execution Environments

Hardware roots of trust provide

» Identity for a platform
» Measurements of firmware
» Measurements of software and

\{onfiguration




Yirlnerability Discovery

! Vaflo o .C"Se,) 5 erability in Cyberspace
n Resea laf glom S around autonomous
Q7 ¢ Uog

diverse teams of

yb&r =ranilit pvery and

mitigatia

Integrate new advances in CyB
» Discovery of flaws
» Proof of vulnerability
« Automated patching
» Severity grading

Achieve scalability and efficiency




Ease the adoption of high confidence
software development tools and pipeline

DeVV&ecOR4

Create more Utrst if
systems during desigo




Cyberpsychology:

4')-,.- "ntion for Cyber Defense

’}?af netric nature of cyber defense

ed through observation

« Computers un tentiofaliy as- pimore information than we desire
« System owner can confre

» Cyber deception plays on an
load to:

* Influence their behavior
* |Increase the workload of the attacker
 Decrease the workload of the defender

Employ cyber o¢ f}(_’
confuse, frustrate, dele
deter attacker.




Adaptive Deception for Cyber-Defense

Decision-Engine

Administrative Strate
Interface =

4
Adaptive deception for defense, informed by human behavior Alerts, eve UI/O

state, metrics,

science and powered by trustworthy Al technologies, to defend feedback qe’.fiu
against cyber-attacks at machine speed and scale. ,77
ensors

Effectors
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Cybersecurity, Artificial Intelligence (Al),

Oh '\/Iachine Learning (ML)

& flo

Speed

Scale

« e c.s$
g/ C n‘a
Analysisin i b

&5/ ue
weeks/months GGCU

System response faster tha
human response

i

Reasoning over large data sets

Recognition of patterns that
humans cannot even describe
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Cybersecurity for Al
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Scale

nsafe at any) Speed

stlng poorly-designed Al
ould be disastrous

siohsywill increasingly
l‘,h.«, -- models

at/
Opaqu CO 1023

becoming ubiqt .
: L Um

All stages in the Al pipe
attacked




ANML for Cybersecurity

VISION

Automate &
Scale with Al

Response

Slow, Subject to
Data Overload

Analyst

Can Al/N ' r 3 . Validation
quality and speed"®

incidence detection,
response and mitigation?

Automated
Network
Defense




Anomaly Detection using Al/ML

deep learning prototypes detect real attack
s
£ ypes model APT and defender
lculisiand dynamics.
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oo e k '*O" TS and game

1421927414 175.45.176.0 149.171.126.16 13284 80 fcp FIN  2.390390

1421927417 175.45.176.2 149.171.126.16 13792 5555 fcp FIN 0.175190
1421927418 175451762 149.171.126.10 26939 80 fcp FIN 0.190600
1421927419 17545176.0 149.171.126.15 39500 80 fcp FIN 0.177448

1424262068 50.166.05 1491711267 33004 43433 tep FIN 0.087306
1424262068 59.166.0.7 1491711264 20848 21 tcp CON 0.365058
1424262062 59.166.03 149.171.126.9 21511 21 fcp COM 6.335154
1424262067 59.166.09 149.171.126.0 35433 80 fcp CON 2.200934

Paths of manipulated files.




Cy%ersecurlty for Al

% rResearchi®uestion : Can we secure our AI/ML models from attack?
o
Ai/VIL

. Sufficiency of Tailorec - Background Noise” .
training data

Data Poisoning

* Model Evasion
* Model drift
* Modeling Stealing
* Reliability and _

security * ' Inversion
* Explainability

* Model training on
streaming data

Model Evasion
¢ Multi-modal data

fusion (e.g. events

and content)




Rre-Emptive Mitigation against ML Attack

| N -

" eSimulate Attack
*Develop and Test

eDeploy and Evaluate
Mitigation

*Modify Behavior




cyberpsychology at the Intersection

_— e ¥y Sy F N

laentify individual and.gioup
differences that relate to
attackers"behavior and
susceptibility to influence

Discover patterns of
cyber behavior

Information
Environment

N

Determine effectiveness of
persuasive messaging,
cyber defense strategies, and
tactics that
influence adversary behavior

Research Question: Can we apply psychelegical
science to disrupt and frustrate cyber attackers
progress and advance defenders’ success?

And inform research in most effective
cybersecurity defense strategies

Cyper Environment U Meyber mitigations and
' ‘-response eptions

2l F AN o S

Defender




Jowards Autonomous Cyber Defense

Data fusion and enrichment
Contextualization

Human — Machine Teaming
Integrated feedback
Interpret patterns

Example: Machine Learning & cyber-
deception for prioritizing cyber alerts
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Example: Rel ij’"’l
(RL) agents for adap

placement; Unsupervised
learning for anomaly detection

Response
Planning
Orchestration
Execution

Example: Security Orchestration & Automated
Response (SOAR) tools for implementing cyber
response, i.e., editing permissions, disabling
services, or disconnecting devices

Response sele
Human — Machlne Tea
Example: Al planning and/or RL'3
reasoning and response selectlon




Transformational Research:
MNetro-Symbolic Al for Cybersecurity

systems morefc Y- 1! stworthy.”... “For example, neuro-
symbolic research is Comg ~ k nanipolaitien with neural networks.”







